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Abstract.

The air pollution, and especially the reduction of the air pollution to some acceptable levels,
is an important environmental problem, which will become even more important in the next 10-20
years. This problem can successfully be studied only when high-resolution comprehensive models are
developed and used on a routinely basis. However, such models are very time-consuming, also when
modern high-speed computers are available. Indeed, if an air pollution model is to be applied on a
large space domain by using �ne grids, then its discretization will always lead to huge computational
problems. Assume, for example, that the space domain is discretized by using a (480x480) grid
and that the number of chemical species studied by the model is 35. Then several systems of
ordinary di�erential equations containing 8064000 equations have to be treated at every time-step
(the number of time-steps being typically several thousand). If a three-dimensional version of the
same air pollution model is to be used, then the above �gure must be multiplied by the number of
layers. It is extremely di�cult to treat such large computational problems; even when the fastest
computers that are available at present are used.

There is an additional great di�culty which is very often underestimated (or even neglected)
when large application packages are moved from sequential computers to modern parallel machines.
The high-speed computers have normally a very complicated memory architecture and, therefore,
the task of producing an e�cient code for the particular high-speed computer that is available is
both extremely hard and very laborious.

The use of standard parallelization tools in the solution of the problems sketched above is dis-
cussed in this paper. Results obtained on di�erent types of parallel computers are given. It is
demonstrated that the new e�cient parallel algorithms allow us to solve more problems and bigger
problems.
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1. Di�culties in the Treatment of Large Air PollutionModels. High pol-
lution levels (high concentrations and/or high depositions of certain harmful chemical
species) may cause damages to plants, animals and humans. Moreover, some eco-
systems can also be damaged (or even destroyed) when the pollution levels are very
high. This is why the pollution levels must be carefully studied in the e�orts to make
it possible

� to predict the appearance of high pollution levels, which may cause di�erent
damages in our environment and/or

� to decide what can be done in order to prevent the exceedance of prescribed
critical levels (or, in other words, to attempt to keep the harmful concentra-
tions and/or depositions under the prescribed acceptable limits).
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The control of the pollution levels in di�erent highly developed and densely populated
regions in the world is an important task that has to be handled in a systematic way.
This is especially true for many regions in Europe and North America, but also
other parts of the world are under quick economic development at present and urgent
solutions of certain air pollution problems will soon be necessary also there. The
importance of this task has been steadily increasing during the last two decades. The
need to develop reliable and easily applicable control strategies for keeping harmful
air pollution levels under certain limits will become even more important in the next
two-three decades.

Large-scale air pollution models can successfully be used to design reliable control
strategies when these models produce reliable results about the pollution levels in
the studied region. The application of comprehensive models with di�erent types of
sensitivity tests is important in the e�orts

� to understand better the physical and chemical processes involved in the air
pollution models that are used either in di�erent scienti�c studies or in the
treatment of tasks whose solution is required by policy makers and

� to improve as much as possible the reliability of the control strategies that are
to be used for keeping the air pollution levels under the prescribed acceptable
limits.

The use of comprehensive models in many di�erent environmental studies is a
very challenging task. The major di�culties in the treatment of such models are:

� the need to carry out extensive computations,
� the need to store and handle very large input-output �les,
� the need to visualize the output data in order to be able to see the trends
and relationships hidden behind a great amount of digital data produced by
the models

� the need to validate the model results (to show that these are reliable).
We shall concentrate our attention in this paper to discussions of e�cient solutions

related to the �rst di�culty. The paper is organized as follows. A short description
of the air pollution model which is actually used in this study, the Danish Eulerian
Model, is given in Section 2. It should be emphasized, however, that the results
reported in this paper can be used also in connections with other large-scale air
pollution models. The role of the order in which the computations are carried out
when modern advanced computer architectures are used is discussed in Section 3. The
parallel computations for di�erent types of computers are described in Section 4. The
performance of the code on di�erent parallel computers are presented in Section 5.
Some examples for di�erent studies which we are able to carry out with the optimized
code are given in Section 6. Some conclusions and plans for future work are discussed
in Section 7.

2. Short Description of the Danish Eulerian Model. Large air pollution
models are normally described by systems of partial di�erential equations (PDE's):
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where (i) the concentrations of the chemical species are denoted by cs, (ii) u; v and
w are wind velocities, (iii) Kx;Ky and Kz are di�usion coe�cients, (iv) the emission
sources are described by Es, (v) �1s and �2s are deposition coe�cients and (vi) the
chemical reactions are denoted by Qs(c1; c2; : : : ; cq) (the CBM IV chemical scheme,
which has been proposed in [11], is actually used in the Danish Eulerian Model [32]
that is considered in this paper).

2.1. Application of splitting techniques. It is di�cult to treat the system
of PDE's (2.1) directly. This is the reason for using di�erent kinds of splitting in
all known large-scale air pollution models. A splitting procedure, based on ideas
proposed in [18] and [19] is used in DEM. It leads, for s = 1; 2; : : : ; q, to �ve sub-
models, representing respectively the horizontal advection, the horizontal di�usion,
the chemistry (together with the emission terms), the deposition and the vertical
exchange:
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2.2. Space discretization of the sub-models. If the model is split into sub-
models (2.2) - (2.6), then the discretization of the spatial derivatives in the right-
hand-sides of the sub-models leads to the solution (successively at each time-step) of
�ve systems (i = 1; 2; 3; 4; 5) of ordinary di�erential equations (ODE's):

dg(i)

dt
= f (i)(t; g(i)); g(i) 2 RNx�Ny�Nz�Ns ; f (i) 2 RNx�Ny�Nz�Ns ;(2.7)

where Nx, Ny and Nz are the numbers of grid-points along the coordinate axes and
Ns = q is the number of chemical species. The functions f (i), i = 1; 2; 3; 4; 5, depend
on the particular discretization methods used in the numerical treatment of the dif-
ferent sub-models, while the functions g(i), i = 1; 2; 3; 4; 5, contain approximations of
the concentrations at the grid-points of the space domain (more details are given in
[32]).

2.3. Need for fast numerical algorithms and parallel computations. The
size of any of the �ve ODE systems (2.7) is equal to the product of the number of
the grid-points and the number of chemical species. It grows very quickly when the
number of grid-points and/or the number of chemical species are increased; see Table
2.1. It should be mentioned here that the models descretized at �ne grids, (288�288)
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Table 2.1

Numbers of equations per system of ODE's that are to be treated at every time-step. The typical
number of time-steps is 3456 (when meteorological data covering a period of one month + �ve days
to start up the model is to be handled). The number of time-steps for the chemical sub-model is
even larger, because smaller step-sizes have to be used in this sub-model.

Number of species (32� 32� 10) (96� 96� 10) (288� 288� 10) (480� 480� 10)
1 10240 92160 829440 2304000
2 20480 184320 1658880 4608000
10 102400 921600 8394400 23040000
35 358400 3225600 29030400 80640000
56 573440 5160960 46448640 129024000
168 1720320 15482880 139345920 387072000

and (480�480), are at present used only as 2-D models. This means that the number
of equations is reduced by a factor of ten. Even in this simpli�ed situation it is very
di�cult to handle the arising huge computational tasks on the available computers.

Sometimes it is necessary to perform long simulation processes consisting of sev-
eral hundreds of runs (see, for example, [4] or [34]). At present these problems are
solved by the operational two-dimensional version of the Danish Eulerian Model (see
[32]). In this version the following values of the parameters are used: Nx = 96,
Ny = 96, Nz = 1, Ns = 35. This leads to the treatment of four ODE systems per
time-step; each of them contains 322560 equations. It is desirable to solve these sys-
tems in a more e�cient way. It is even more desirable to use the three-dimensional
version of the model ([33]) in such runs and/or to implement chemical schemes con-
taining more species (a chemical scheme with Ns = 35 is used in this paper). This
explains why the search for more e�cient numerical methods is continuing (the need
of such methods is emphasized, for example, in [26] and [32]). It is also very important
to exploit better the great potential power of the modern supercomputers.

3. Ordering the Computations. In the old days it was most important to
reduce the number of simple arithmetic operations as much as possible, because the
cost of performing an arithmetic operation was much greater than the cost of load-
ing and storing the quantities that are involved in it. In the modern computers the
situation is quite di�erent. The cost of loading and storing the quantities needed to
perform a given arithmetic operation depend essentially on the place in the memory
where the data are located. Practically all modern computers have some cache mem-
ory (or even several levels of cache memory), and it is important to work as long as
possible with data which are in cache (preferably in the fastest cache when several
levels of cache memory are available). The solution of this task is by no means easy.
However, if this task is successfully solved, then the computing time can be reduced
very considerably. The key issue here is to order the arithmetic operations so that the
same data are used as long as possible. It is described below how to order the arith-
metic operations in the most time-consuming part of the Danish Eulerian Model, the
chemical module, in an attempt to exploit the cache memory in a more e�cient way.
It should be stressed here that in fact a template which is relatively independent both
of the particular numerical method used in the chemical module and of the particular
computer is used.

First, it is necessary to show that the chemical module is indeed the most time-
consuming part of the computations. This is clearly seen from the results shown in
Table 3.1.

In order to reduce the computing time used in the chemical module it is worthwhile
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Table 3.1

Computing times (measured in seconds) obtained when the �rst version of the code was run on
one processor of the IBM SMP computer. The parts of the computing time spent in the modules
(compared with the total time for the run) are given in percent.

Module Comp. time Percent
Chemistry 16147 83.09
Advection 3013 15.51
Initialization 2 0.00
Input operations 50 0.26
Output operations 220 1.13
Total time 19432 100.00

to divide the arrays, which are involved in this part of the computational process
into chunks and to carry out the computations by chunks. Assume that M is the
length of the leading dimension of the two-dimensional arrays used in the chemical
module. We want to divide these arrays into NCHUNKS chunks. If M is a multiple
of NCHUNKS, then the size of every chunks, i.e. the leading dimension of the
obtained smaller arrays, is NSIZE = M=NCHUNKS, and the following template
can be used in the computations.

DO ICHUNK=1,NCHUNKS

Copy chunk ICHUNK from some of the eight

large arrays into small two-dimensional

arrays with leading dimension NSIZE

DO J=1,NSPECIES

DO I=1,NSIZE

Perform the chemical reactions involving

involving species J for grid-point I

END DO

END DO

Copy some of the small two-dimensional

arrays with leading dimension NSIZE

into chunk ICHUNK of the corresponding

large arrays

END DO

Some results, which demonstrate the performance of the code when chunks of
di�erent sizes are used, are given in Table 3.2. These runs have been performed on
four typical computers: a vector processor (Fujitsu), a parallel computer with shared
memory (SGI ORIGIN 2000), a 8-processor Macintosh POWER PC cluster with
G4 450 MHz processors and a parallel computer, which can be used in both shared
memory mode and distributed memory mode (IBM SMP). All runs in Table 3.2 were
carried out by using one processor only. It is seen that (i) the particular computer
that is available has to be taken into account when the size of chunks is to be selected
and (ii) the proper selection of the size of the chunks leads normally to considerable
savings in computer time and storage (storage is saved because the leading dimensions
of the working arrays in the chemical part (the body of the double loop in the above
template) is reduced from M to NSIZE; NSIZE is normally considerably smaller
than M ).

If the size of the chunks is maximal (9216 for the case where a 96x96 grid is used),
then the inner loops are very long. It is rather easy to vectorize these loops. Therefore
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Table 3.2

Computing times (measured in seconds) obtained with di�erent chunks on three computers (using
one processor only).

Size of the chunks Fujitsu SGI ORIGIN 2000 Power Mac G4 IBM SMP
1 76964 14847 6952 10313
48 2611 12114 5792 5225

9216 494 18549 12893 19432

it should be expected to obtain best results on a vector computer. The results in Table
3.2 show that the maximal length of the chunks is the best choice when the vector
processor, Fujitsu, is used. The application of very small chunks, chunks of length 1,
corresponds to the straight-forward and commonly used procedure of writing a box
routine which performs all chemical reactions in a given grid-point and calling this
routine in a loop over all grid-points. It is seen from Table 3.2 that this approach is
a disaster when a vector processor is used (because the length of the inner loops is
only one).

For the three parallel computers the results when chunks of length 1 are used are
not very bad, but still it is more pro�table to use chunks of medium size (especially
on the IBM SMP computer).

It is clear that the optimal length of the chunks depends on the memory hier-
archy the computer. In particular, the cache size at a certain level is an important
parameter. Therefore, the length of the chunks, NSIZE, should be a parameter
which can be selected in the main program. In such a case, it will be relatively easy
to �nd a good value of this parameter by carrying out several tests. It should be
mentioned here that our experiments indicate that good results can be achieved for
many medium values of NSIZE. This is clearly seen from Fig. 1.

4. Preparation for Parallel Computations. It is very important to exploit in
the best possible way the great potential power of the modern supercomputers. This
is a very di�cult task when large-scale air pollution models are to be run, because

� the codes are very big, containing up to several hundreds of subroutines,
� a very large amount of input data (meteorological data and emission data)
have to be read and/or interpolated at every time-step and

� a very large amount of output data have to be prepared and stored for future
use.

The preparation of e�cient versions of the Danish Eulerian model for three types
of parallel computer architectures:

� parallel systems with multiple processors, a shared memory architecture and
cache coherent interconnect (we shall refer to computers of this type as parallel
computers with shared memory),

� parallel systems with a single processor per node, a distributed memory and
non-cache coherent interconnect (we shall refer to computers of this type as
parallel computers with distributed memory) and

� a hybrid combination of these, in which multiple shared memory systems are
coupled through a non-cache coherent interconnect (we shall refer to com-
puters of this type as more advanced parallel computers utilizing both shared
memory and distributed memory).

is sketched in this section.
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4.1. Running the model on shared memory computers. OpenMP ([21])
directives are used when the code is run on parallel computers with shared memory.
The OpenMP directives are becoming standard directives that are supported by many
vendors. Therefore, it is easy (i) to get good results on di�erent shared memory
computers when such directives are used and (ii) to achieve a high degree of portability.

It is important to identify the parallel tasks and to group them in an appropriate
way when necessary. For the di�erent parts of the code this is done in the following
way:

64 96 92164608230411525763224168421 28814448
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Figure 1

Computing times obtained in running the 3-D version of DEM (discretized on a
96� 96 grid) on one processor of the SGI Origin 2000 computer.

� The horizontal advection and di�usion. It can easily be seen that,
after the splitting procedure, the performance of the horizontal advection can
be carried out independently for every chemical compound (and for the 3-D
version for every layer). This means that the number of parallel tasks is equal
to the number of chemical compounds (and to the product of the chemical
compounds and the layers when the 3-D version is used). The same is true
for the horizontal di�usion. Moreover, the advection and the di�usion parts
can be treated, as already mentioned in the previous section, together. Thus,
there are many parallel tasks in this part of the code and, moreover, the
parallel tasks are very big.

� The chemistry and deposition. These two processes can be carried out in
parallel for every grid-point. This means that there are many parallel tasks
(the number of parallel tasks is equal to the number of grid-points), but each
task is a small task. Therefore, the tasks should be grouped in an appropriate
way. This can be done by using chunks. Both the procedure of splitting the
data into chunks and the e�ect of using chunks are discussed in detail in
Georgiev and Zlatev [10].

� The vertical exchange. The performance of the vertical exchange along
each vertical grid-line is a parallel task. The number of these tasks is very
large, Nx � Ny � Ns. If the grid is �ne, then the number of these tasks is
becoming enormous, see the example given in x4.3. However, the parallel
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tasks are not very big and have to be grouped. This is done by trying to
distribute equally the tasks among the assigned processors.

4.2. Running the model on distributed memory computers. Either the
Message Passing Interface (MPI, [12]) or the Parallel Virtual Machine (PVM, [8]) can
be used on parallel computers with distributed memory. We started by using PVM
(see Bendtsen and Zlatev [3]), but only MPI has been used in the last four-�ve years
(see Georgiev and Zlatev, [9] and [10]).

In the MPI implementation, the space domain of the model is divided into several
sub-domains (the number of these sub-domains being equal to the number of the
processors assigned to the job). Then each processor works on its own sub-domain.

Two procedures, a pre-processing procedure and a post-processing procedure, are
performed in the beginning and in the end of the run.

� The pre-processing procedure. In the beginning of the job the input data
(the meteorological data and the emission data) are distributed (consistently
with the sub-domains) to the assigned processors. In this way, not only is
each processor working on its own sub-domain, but it has also access to all
meteorological and emission data which are needed in the run.

� The post-processing procedure. During the run, each processor prepares
output data �les. At the end of the job all these �les have to be collected on
one of the processors and prepared for using them in the future. This is done
by the post-processing procedure.

The use of the pre-processing and post-processing procedures is done in order
to reduce as much as possible the communications during the actual computations.
However, some communications are to be carried out during the computations. The
time needed for these communications is very small (normally, several percent).

Much more details about the runs of several versions of the Danish Eulerian Model
on parallel computers with distributed memory by using MPI tools can be found in
Georgiev and Zlatev, [10].

4.3. Running the code on some more complicated architectures. More
complicated computer architectures are becoming available during the last decade.
An example for such an architecture is the IBM SMP computer. In fact, some ideas,
on which this architecture is built, have been used under the work on the CEDAR
project; see [16]. The IBM SMP consists of several nodes. Every node contains several
processors.

In the architecture available for us, there were two IBM SMP nodes, each of
them containing eight processors. Each node could be considered as a shared memory
computer, while message passing is needed across the nodes.

Some runs on this computer are described here. Again the space domain of the
model is divided into sub-domains (one per each node). The pre-processing procedure
is used to distribute the data among the nodes, while by the post-processing procedure
the data is collected to one of the nodes and prepared for future use. OpenMP
directives are to be used on each node in order to obtain parallel computations within
the node (across the processors of the node).

Both 2-D versions and 3-D versions of the Danish Eulerian Model were run on
this computer. Moreover, 2-D versions discretized on three grids, the (96 � 96) grid,
the (288� 288) grid and the (480� 480) grid, were tested.

It is important to emphasize that we are using only standard parallelization tools
in all these versions of the Danish Eulerian Model; both MPI tools and OpenMP
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directives Therefore, it should be easy to port this code to other computers of this
type.

More details about the organization of the parallel computations on computers
of this type can be found in Owczarz and Zlatev, [22] and [23].

5. Performance of the Code on Di�erent Types of Computers. Various
versions of the Danish Eulerian Model have been run on three di�erent computers
available at the Danish Computing Centre. Some results obtained in these runs are
given in the following tables:

� Table 5.1 Results obtained with the 3-D version of the Danish Eulerian
Model, which is discretized on a (96� 96� 10) grid, when a shared memory
computer is used. The computer actually used was an SGI Origin 2000.

� Table 5.2 Results obtained with a 2-D version of the Danish Eulerian Model,
which is discretized on a �ne (480 � 480) grid, when a distributed memory
computer is used. The computer actually used was an IBM SP. It should
be emphasized here that the job is so big that it was not possible to run it
on less than 8 processors. Therefore, the speed up and the e�ciency were
calculated by comparing the results obtained when 32 processors are used
with the corresponding results obtained when 8 processors are used.

� Table 5.3 Results obtained with a 2-D version of the Danish Eulerian Model,
which is discretized on a (96 � 96) grid, when an IBM SMP computer (two
nodes, eight processors per node) is used.

The results show that good speed-up can be achieved on di�erent computers when
standard parallelization tools are applied. Much more results can be found in [9], [10],
[22] and [23].

Table 5.1

Computing times (measured in seconds) obtained by using OpenMP on the SGI Origin 2000 com-
puter when the 3-D version of the Danish Eulerian Model is discretized on a (96� 96� 10) grid.

Processors Comp. time Speed-up E�ciency
1 42907 - -
32 2215 19.37 61%

Table 5.2

Computing times (measured in seconds) obtained by using MPI on the IBM SP computer when the
2-D version of the Danish Eulerian Model is discretized on a (480� 480) grid.

Processors Comp. time Speed-up E�ciency
8 54978 - -
32 15998 3.44 86%

Table 5.3

Computing times (measured in seconds) obtained by using the IBM SMP computer (applying
OpenMP within each node and MPI across the nodes) when the 2-D version of the Danish Eu-
lerian Model is discretized on a (96� 96) grid.

Processors Comp. time Speed-up E�ciency
1 5225 - -
16 424 12.32 72%
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5.1. Scalability of the code. It is important to preserve the e�ciency of the
code when the size of some of the involved arrays is increased (for example, as a result
of re�ning the grid, increasing of the number of chemical compounds, the transition
from the 2-D version to a 3-D version, etc.). This property is often referred to as a
scalability of the code. While such a property is highly desirable (the requirements to
the air pollution codes are permanently increasing), it is by no means clear in advance
whether the code has such a property or not when the modern complicated computer
architectures are used.

Some experiments were performed in an attempt to check the scalability of the
parallel systems discussed in the previous sections. A (288�288) grid was considered
instead of the (96�96) grid considered in the previous sections. Since the space domain
remains unchanged (a 4800 km� 4800 km area containing the whole of Europe) this
corresponds to a transition from cells of size (50 km � 50 km) to cells of size
(16:67 km � 16:67 km); see also Table 1.1. This means that in the re�ned on a
(288 � 288) grid version of the code the number of grid-points was increased by a
factor of 9. The number of chemical species was kept 35.

In the advection part, we had also to decrease the time-stepsize by a factor of
3. Thus, the number of arithmetic operations (or, in other words, the amount of
computational work) is increased by a factor of 27 in the advection part.

There was no need to decrease the time-stepsize in the chemical part. This means
that the number of arithmetic operations (or, in other words, the amount of compu-
tational work) is increased by a factor of 9 in the chemical part.

If a 3-D version of the Danish Eulerian Model is used on a (288� 288� 10) grid,
then the computational work in the horizontal advection di�usion part and in the
chemical part is increased with the same factors, 27 and 9 respectively, compared
with the 3-D version discretized on a (96 � 96 � 10) grid; it should be emphasized,
however, that the 3-D version discretized on a (288� 288� 10) grid is not ready yet.
Furthermore, there is no need to decrease the time-stepsize in the vertical exchange
part either when a version discretized on a (288 � 288 � 10) grid is prepared. This
means that in this part of code the number of arithmetic operations (or, in other
words, the amount of computational work) is increased as in the chemical part (i.e.
by a factor of 9).

The short analysis presented above indicates that if the code of the 2-D Danish
Eulerian Model is scalable, then the computing times should be increased by factors
approximately equal to 27 and 9 in the advection part and the chemical part respec-
tively in the transition from a (96 � 96) grid to the re�ned (288 � 288) grid. For
the code of the 3-D Danish Eulerian Model the increasing factors for the advection
and chemistry part are the same, 27 and 9 respectively, as for the code of the 2-D
Danish Eulerian Model. Furthermore the computing time for the vertical exchange
part should be increased by a factor of 9 in the transition from a (96�96) grid to the
re�ned (288� 288) grid if the code is scalable.

Some runs have been performed in an attempt to establish whether the code is
scalable or not. Results obtained in the transition from a (96�96) grid to the re�ned
(288�288) grid for the 2-D Danish Eulerian Model are given in Table 5.4 The results
given in Table 5.4 indicate that the ratios of the computing times for the re�ned grid
and the coarser grid are close to the expected ratios (see these ratios in Table 5.4).
Our experiments suggest that the application is scalable, but of course this conclusion
is restricted to the problem sizes considered here.

We have also studied what is happening in the transition from the 2-D Danish
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Table 5.4

Computing times obtained by using a re�ned (288� 288) grid and a coarse (96� 96) grid with the
2-D Danish Eulerian Model. The ratios of the times for the re�ned and coarse grids are given in the
last column. The two codes were run on 16 processors of the IBM SMP computer by using OpenMP
within each node and MPI across the two nodes.

Process (288� 288) (96� 96) Ratio
Advection 1523 63 24.6
Chemistry 2883 288 10.0

Total 6209 424 14.6

Eulerian Model discretized on a (96� 96) grid to the the 3-D Danish Eulerian Model
discretized on a (96�96�10) grid. In this case the computing times for the advection
part and for the chemical part is increased by a factor of 10 when the 3-D version is
used, while the computing time for the vertical exchange part is relevant only for the
3-D version. Some processes (the processes that are relevant for the surface layer)
are common for the 2-D version and the 3-D version. Therefore, it is not very clear
whether the total computing time will be increased by a factor greater than 10 or
not in the transition from the 2-D version to the 3-D version. Some results indicate
that the increasing factor for the total computing time is less than 10. However, more
experiments are needed in order to understand the situation better.

The conclusion (that the code is scalable, which was drawn by using the results
shown in Table 5.4) was further supported:

� by using results obtained in some runs with the more precise version in which
the space domain is discretized on a (480� 480) grid and

� by performing, on the SGI Origin 2000 computer, many runs with the 3-D
version obtained by using a (96�96�10) grid and comparing the results with
the corresponding results calculated by applying the 2-D version obtained by
using a (96� 96).

6. Portability of the code. Some versions of the Danish Eulerian Model have
recently been run on several other parallel computers such as a SUN E10000 shared
memory computer with up to 16 processors at SUN's Global Customer Benchmarking
HPC Center in Beaverton (Oregon) and a CRAY T3E distributed memory computer
with up to 64 processors at EPCC (Edinburgh Parallel Computing Centre). Rather
good results have been achieved without any need to make changes in the code. Some
of these results are given in Table 6.1 -Table 6.4.

The OpenMP version of the 3-D Danish Eulerian Model is used on the SUN
computer (a SUN E10000 server using UltraSPARC-II processors running at 333MHz,
each of them having 4MB of L2 caches) to produce the results given in Table 6.1 and
Table 6.3. The comparison of the results in Table 6.1 with the results in Table
5.1 indicates that the e�ciency of the parallel computation is fully preserved in the
transition from one shared memory computer to another.

The MPI version of the 2-D Danish Eulerian Model applied on a re�ned (480�480)
grid is used on the CRAY T3E computer to produce the results given in Table 6.2.
As mentioned in Section 6, the code is so large that it cannot be run if only a few
processors are used. The results in Table 6.2 show that the MPI version of the re�ned
2-D Danish Eulerian Model runs rather e�ciently not only on the IBM SP computer,
but also on the CRAY T3E computer.

Some runs with the 2-D version of the Danish Eulerian Model applied on a coarser
(96 � 96) grid have also been carried out. Results obtained with the OpenMP code
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on the SUN computer are given in Table 6.3. The corresponding results obtained by
the MPI code on the CRAY T3E computer and on Macintosh Power PC Cluster are
given in Table 6.4 and Table 6.5. These results con�rm, once again, the statement
that the codes (both the OpenMP codes and the MPI codes) can easily be ported
from one computer to another.

The results could probably be improved by some tuning. Nevertheless, the results
show clearly that one should use standard parallelization tools in the attempt to run
e�ciently the code on di�erent modern supercomputers. This facilitates the transition
from one supercomputer to another.

6.1. MPI versus OpenMP. OpenMP is normally the preferred option when
shared memory machines are used. The obvious reason for this is the fact that it is
much easier to implement an OpenMP version. In many cases the compiler itself will
�nd out where to carry out parallel computations. However, some researchers have
obtained better results by using MPI also on shared memory computers. Therefore it
is necessary to perform some comparisons in order to decide what is the best possibility
when the Danish Eulerian Model is to be run. Such comparisons have been carried
out. Some results are given in Table 6.6.

Table 6.1

Computing times (measured in seconds) obtained by using OpenMP on the SUN computer at Global
Benchmarking Center in Oregon when the 3-D version of the Danish Eulerian Model is discretized
on a (96� 96� 10) grid.

Processors Comp. time Speed-up E�ciency
1 52615 - -
8 6847 7.68 96%
16 3586 14.67 92%

Table 6.2

Computing times (measured in seconds) obtained by using MPI on the CRAY T3E computer at
EPCC when the 2-D version of the Danish Eulerian Model is discretized on a (480� 480) grid.

Processors Comp. time Speed-up E�ciency
32 18306 - -
64 9637 1.90 95%

Table 6.3

Computing times (measured in seconds) obtained by using OpenMP on the SUN computer at Global
Benchmarking Center in Oregon when the 2-D version of the Danish Eulerian Model is discretized
on a (96� 96) grid.

Processors Comp. time Speed-up E�ciency
1 5402 - -
8 743 7.27 91%
16 429 12.59 79%

It is seen that although there are three extra processes which have to be carried out
when the MPI version is run, the total computing time for this version is considerably
smaller (and the speed-up is higher than the speed up obtained when the OpenMP
version is run; the speed-ups being 14.5 and 10.3 respectively). The fact that one
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Table 6.4

Computing times (measured in seconds) obtained by using MPI on the CRAY T3E computer at
EPCC when the 2-D version of the Danish Eulerian Model is discretized on a (96� 96) grid.

Processors Comp. time Speed-up E�ciency
1 7503 - -
16 506 14.83 93%

Table 6.5

Computing times (measured in seconds) obtained by using MPI on the Macintosh Power PC clus-
ter at the Bulgarian Academy of Sciences when the 2-D version of the Danish Eulerian Model is
discretized on a (96� 96) grid.

Processors Comp. time Speed-up E�ciency
1 5792 - -
8 787 7.36 92%

works with shorter arrays and, thus, the cache memory is better exploited in the MPI
version (because of the domain decomposition) is one of the reasons for the better
performance. However, even in the chemical part, where the chunks used in both
versions are the same, the MPI version performs better.

The above conclusion is only valid for the current implementations. It is clear
that the MPI implementations also scales on shared memory systems. More experi-
mentation and analysis is needed to study and possibly improve the e�ciency of the
OpenMP versions of the Danish Eulerian Model.

7. Applications of the Model. Two examples are given in this section in order
to illustrate the real need for high-speed computations in the area of environmental
modelling. In the �rst application long-term computations were performed in order to
study trends of the air pollution levels over a period of 10 years. The �ne resolution
version of DEM is used in the second example.

7.1. Studying relationships between emissions and pollution levels in

Denmark. A 10-year run of DEM was performed in order to investigate the relation-
ship between the emissions in Europe and the pollution levels. The calculated data
has been used to study the relationship in the Danish area, but a similar study can
be performed for any other country in Europe.

The variation of the emissions in Denmark is shown in Fig. 2. It is seen that
the ammonia emissions in Denmark were not reduced in this period. However, the
variation of the ammonia-ammonium concentrations in Denmark, shown in Fig.3,
indicates a clear trend of reductions. Moreover, the same trend is seen both when
the variation of the measurements taken in three Danish sites are taken into account
and when model results are studied. The fact that the pollution levels are reduced
even when the emissions in Denmark remain the same deserve some explanation.
The results in Table 7.1 show that while, Denmark has not reduced its emissions,
considerable reductions were achieved in two of the neighboring countries. Thus,
the reduction of the pollution levels in Denmark is caused by the reduction of the
transport of ammonia-ammonium to Denmark.
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Table 6.6

Computing times (measured in seconds) obtained by applying the OpenMP version and the MPI
version when 16 processors of the SGI Origin computer are used. The 2-D version of the Danish
Eulerian Model discretized on a (96� 96) grid is run in this experiment.

Process OpenMP version MPI version
Start 0.1 12.4

Wind + Sinks 5.8 2.2
Advection 101.2 30.1
Chemistry 232.6 161.9

Input-output 54.2 4.1
Communications 0.0 46.9

Preprocessing 0.0 11.1
Post-processing 0.0 12.0

Total time 394.1 270.5

Table 7.1

Ammonia emissions in three European countries.

Country 1989 1998 Reduction
Germany 661 502 24%
The Netherlands 232 171 24%
Denmark 104 104 0%
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NH3 + NH4 CONCENTRATIONS
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Figure 3

7.2. Using �ner resolution. For small countries, such as Denmark, the use
of �ner resolution models is important, because this allows us to zoom to prescribed
areas and to see more details in the di�erent parts of the country. Some results are
shown in Fig. 4 and Fig. 5.

The distribution of the nitrogen dioxide pollution in Europe is shown in Fig. 4. It
is seen that the most polluted areas in Europe are parts of England, the Netherlands,
Belgium, Germany and parts of France, the Check Republic and Poland as well as
the Northern part of Italy. Moreover, in the parts of Europe which are not very
polluted one can locate large cities, such as Madrid, Rome, Oslo, Stockholm, Helsinki,
Sct. Petersburg and Moscow, which are large sources of nitrogen pollution (the most
important reason being the fact that pollution from the tra�c is one of the major
sources for nitrogen emissions).
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Figure 4

The distribution of the nitrogen dioxide concentrations in di�erent parts of Europe
and its surroundings.

The same output data as those used to draw Fig. 4 are also used to draw Fig.
5. Indeed, Fig. 5 could be viewed as a result from zooming in Fig. 4 onto the area
around Copenhagen, the capital of Denmark, and the Swedish city of Malm�o.
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Figure 5

The nitrogen dioxide concentrations in area around the Danish capital Copenhagen
and the Swedish city Malm�o (the �resund region).

The grid lines are drawn in Fig. 5. This is impossible when the whole space
domain is used. Indeed, Fig. 4 will become complete black if the option for drawing
the grid-lines is not switched o� when results on the whole space domain, containing
230 400 grid-squares, are plotted. The number of grid-squares used in Fig. 5 is 144,
obtained by using only a tiny part, a (12 � 12) sub-grid, of the whole (480 � 480)
grid. At the same time, this area is nearly twice smaller than one grid-square of the
(32 � 32) grids which were commonly used only a few years ago, and are still used
in some models (see, for example, Amann et al. [2] and the EMEP Report 1/98 [7]).
While the size of only one grid-square is 22500 km2 when a (32� 32) grid is applied,
the size of the area of 144 grid-squares used in Fig. 5 is 14400 km2. This means that,
while it will not be possible to see any di�erence in the area shown in Fig. 5 when a
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coarse (32�32) grid is used, the results from the high resolution model shown in Fig.
5 show clearly that there are several di�erent levels of nitrogen pollution in this area.
This illustrates the great potential power of the high resolution models. However,
there is a price that is to be paid: very large sets of digital data are to be handled
when such models are run.

8. Concluding Remarks and Plans for Future Work. Several conclusions
can be drawn by using the results presented in the previous sections.

The most important conclusion is the use of standard parallelization tools, such
as OpenMP or MPI, simpli�es the transition from one computer to another. This has
been demonstrated in this paper by running a very big application code (i.e. a code
with large memory and execution time requirements on several di�erent computers.

The e�cient use of parallel computers allows the scientists to enlarge the class
of problems that can be successfully handled, i.e. it becomes possible to solve more
problems and bigger problems.

There are still many unresolved problems. Many of the techniques that are cur-
rently used in the Danish Eulerian Model will not be very e�cient or will not work
if the number of available processors is very large (say several hundreds processors or
even several thousands processors). It is nor very clear how to run the model on het-
erogeneous computers and/or on a grid of computers. The solution of these problems
is a very challenging task. We are planning to start soon some work in this direction.
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